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Abstract. Expressing attitudes and opinions towards various entities (i.e. prod-

ucts, companies, people and events) has become pervasive with the recent prolif-

eration of social media. Monitoring of what customers think is a key task for 

marketing research and opinion surveys, while measuring customers’ preferences 

or media monitoring have become a fundamental part of corporate activities. 

Most experiments on automated sentiment analysis focus on major languages 

(English, but also Chinese); minor or morphologically rich languages are ad-

dressed rather sparsely. Moreover, to improve the performance of machine-learn-

ing based classifiers, the models are often complemented with language-depend-

ent components (i.e. sentiment lexicons). Such combined approaches provide a 

high level of accuracy but are limited to a single language or a single thematic 

domain. 

This paper aims to contribute to this field and introduces an experiment uti-

lizing a language– and domain– independent model for sentiment analysis. The 

model has been previously tested on multiple corpora, providing a trade-off be-

tween generality and the classification performance of the model. In this paper, 

we suggest a further extension of the model utilizing the surrounding context of 

the classified documents. 

Keywords: sentiment analysis · cross-domain · cross-language · document sur-

rounding context 

1 Introduction 

Expressing attitudes and opinions towards various entities such as products, companies, 

people and events has become an instant phenomenon with the proliferation of social 

media. Nowadays, the monitoring of what customers think is a key task of marketing 

research. Opinion surveys, measuring customers’ preferences or media monitoring 

have become a fundamental part of corporate activities [1]. Recognizing opinion polar-

ity and finding out about people’s attitudes has become a challenge, which is addressed 

by (automated) sentiment analysis [2]. The literature highlights two main approaches 

to this issue [3]. The first approach is based on utilizing a dictionary of words (opinion 

lexicon) to recognize the sentiment polarity (lexicon-based approaches [4]). The second 
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group of approaches to sentiment analysis is based on (supervised) machine learning 

[5]. Such methods usually require labeled training set to build the classifier [6].  

Most experiments on automated sentiment analysis focus on major languages (Eng-

lish, but also Chinese); minor or morphologically rich languages are rarely addressed 

[7]. Moreover, to improve the performance of machine-learning based classifiers, the 

models are often complemented with language-dependent components (i.e. sentiment 

lexicons). Such combined approaches provide a high level of accuracy but are also lim-

ited to a single language or a single thematic domain. 

This paper aims to contribute in this field and introduces an experiment utilizing a 

language– and domain– independent model for sentiment analysis. The model has been 

previously tested on multiple corpora [8], providing a trade-off between generality and 

the classification performance of the model. In this paper, we suggest a further exten-

sion of the model utilizing the surrounding context of the classified documents. 

2 The surrounding context correction 

From the marketing communications perspective, negative comments are more im-

portant than positive ones. This is not to say that the positive remarks from customers 

are not important—i.e. when spread by word-of-mouth to encourage potential custom-

ers—although these do not usually require any immediate (re-)action from the com-

pany, as is in the case of negative comments. Moreover, customers tend to share a neg-

ative experience which often initiates further activity of other disappointed or frustrated 

users, thereby creating a snowball effect. Negative emotions not only strengthen and 

prolong discussions but can also influence or even disrupt communication between 

community members and/or a company [9]. Therefore discovering a negative comment 

or an expression of negative emotions could enable a faster and more appropriate reac-

tion by the company to a potentially emerging problem. 

Common approaches to the sentiment analysis problem usually classify the com-

ments (or documents in general) separately [2]. However, incorporating the sentiment 

of surrounding comments could provide additional information to further improve clas-

sification accuracy. When the classifier cannot detect the sentiment of the analyzed 

comment with high confidence, it could look around for the prevailing sentiment of 

surrounding comments. If there are more surrounding negative comments, this could 

indicate that the sentiment of the analyzed comment is also rather negative [10]. The 

surrounding context could be either local (i.e. the comments are in the same discussion 

or thread) or chronological (i.e. the comments addressing a similar issue appear in the 

same time frame but on different locations). 

Therefore the model includes a correction to further improve the accuracy of the 

analyzed comments. For each classified comment, the classifier computes two values 

cneg, cpos ∈ [0, 1]; cneg = 1 – cpos which express the confidence that the classified comment 

belongs to the given class of sentiment [11]. If the confidence of the classifier is high 

(cneg, cpos values are far from 0.5), the correction plays only a marginal to no role in the 

classification. However, when the classifier has low confidence in the sentiment of the 

analyzed comment (cneg, cpos values are very close to 0.5), the correction is applied. The 

extent of the correction applied according to the cneg value is displayed in Fig. 1. 



 

 

If the cneg value is close to the value 0.5 (the level of the classifier’s confidence in 

assigning a comment to a positive/negative class is low), then the correction (corr) is 

applied to the full extent. However with an increasing distance from cneg = 0.5, the 

amount of correction applied declines rapidly. The z parameter influences the extent of 

which is the correction applied with the increasing distance from the point where cneg = 

0.5. In the current setting described in Fig.1, the correction doesn’t play any important 

role for cneg ∉ (0.4, 0.6). The z parameter has been experimentally set to z = 500. How-

ever, such an approach is only heuristic and the value can be set up differently according 

to the classification task. 

 

Fig. 1. The extent of the correction applied according to the cneg value 

The correction (corr) can be expressed as in the Eq. (1):  
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The correction mechanism has been designed to take into account two various effects. 

The first effect (E1) represents the predominant sentiment of related comments pub-

lished from the when the topic first appeared. The related comments can be represented 

by a discussion in one thread in a discussion group or on a social network, or by com-

ments published on various sites but still discussing the same topic (identified i.e. by 

topic keywords)  
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The second effect (E2) includes the current trend of sentiment polarity. This exclu-

sively takes into account the sentiment of recently published comments. The number of 

comments representing the trend is n – k and can be set up differently according to the 

classification task. Again, the comments can be represented either by a discussion in 

one thread or by comments addressing the same topic. Both effects are demonstrated in 

Fig. 2. 

 

  

Fig. 2. An example of both sentiment correction components E1 and E2 

The horizontal axis represents the time sequence of the comments published. The ver-

tical axis represents the relative share of comments (s) that were assigned to the nega-

tive class by the classifier. Fig. 2 illustrates an example where the positive comments 

are prevailing at the beginning of the discussion (the share of negative comments is less 

than 0.5). Subsequently, the overall mood in the discussion shifts and many negative 

comments are made (comments k to n). The task is to classify the n+1 comment. 

First, the classifier evaluates the n+1 comment regardless of the surrounding con-

text. If the cneg is far from the 0.5 value (the classifier has high confidence in the polarity 

of the analyzed comment), the correction doesn’t apply. However, if the cneg is close to 

0.5, the correction (including effects E1 and E2) is applied to the extent according to Eq. 

(1). 

The first E1 (prevailing surrounding sentiment) effect is included in the model as 

expressed in the Eq. (2): 

 1 0,5 ns  (2) 

The first E1 effect is the relative share of negative comments (sn) from the beginning of 

the discussion until now, minus 0.5. For E1 < 0, the predominant sentiment of analyzed 

comments is positive (the relative share of negative comments in the discussion is less 

than 0.5) and the E1 effect will be reflected in lowering the cneg. For E1 > 0, the corrected 



 

 

cneg will be higher, since the negative sentiment is prevailing (the relative share of neg-

ative comments sn is more than 0.5). 

The second effect compares the relative share of negative comments sn–k in last n – 

k cases according to the cumulative share of negative comments for all analyzed cases 

sn. The E2 effect is included in the model as expressed in the Eq. (3): 
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For E2 > 0 is the relative share of negative comments sn–k for last n – k cases is higher 

than for all analyzed comments sn. Therefore it could be expected that the share of 

negative comments will continue to increase in the near future. The effect will contrib-

ute to the increase of cneg for the classified comment. For E2 < 0, the corrected cneg will 

be lower since the relative share of negative comments is lower for the last n – k cases. 

The E2 effect could even rise beyond value 1 (in case that a recent rise in negative 

comments is highly significant). If so, the effect value counts as 1. 

The correction mechanism also includes weights for both effects. By default, the 

weights were chosen identically for both effects as w1 = w2 = 0.5. The corrected cneg – 

ccorneg – can therefore be expressed as in the Eq. (4). 

 1 1 2 2( )     corr w E w Eccor c
 (4) 

3 Results 

Several datasets were used to validate the model. The first corpus data were obtained 

from the Czech-Slovak Film Database available at http://www.csfd.cz. CSFD is the 

largest community-driven online database of reviews and information in the Czech 

(Slovak) language related to films, television programs, including cast, production crew 

and biographies. CSFD is often considered as a local alternative to the Internet Movie 

Database (IMDb). This dataset has been chosen to compare the results on local lan-

guage with studies conducted on similar (i.e. IMDb) corpora. The second dataset was 

obtained from mall.cz , the second largest [12] Czech e-shop. Mall.cz offers various 

products ranging from electronics and home appliances to sports gear and supplies for 

hobbies and pets. This dataset has been chosen to validate how the model deals with 

cross-domain sentiment classification [2]. The third dataset was the Large Movie Re-

view Dataset [13] based on the IMDb data (movie reviews). This dataset has been cho-

sen not only to compare the results on CSFD corpus, but also to compare the model 

performance with other studies (since the corpus is publicly available and often utilized 

as a sentiment analysis dataset).  

The last dataset contained reader reviews retrieved from Amazon websites in multi-

ple languages. All reviews related to the 2012 bestselling book, Fifty Shades of Grey 

by E.L. James (all versions – hardcover, paperback, kindle or audio version) were ob-
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tained. The languages included English (amazon.co.uk; 7,255 reviews), German (ama-

zon.de; 4,154 reviews) and French (amazon.fr; 1,258 reviews). The dataset has been 

chosen to test how the model deals with cross-language sentiment classification [2]. 

3.1 Czech-Slovak Film Database results 

The training set contained 3,000 positive (4 - and 5-star reviews) and 3,000 negative 

comments (0-, 1- and 2-star reviews). Then the trained model was validated on a ran-

domly selected set of 120,000 comments (20,000 from each star-rating). The results of 

the classification (without the correction applied) are summarized in Table 1. 

Table 1. Classification results on CSFD validation set 

star rating predicted negative predicted positive 

0 89.57 % 10.44 % 

1 86.17 % 13.83 % 

2 74.60 % 25.40 % 

3 46.44 % 53.56 % 

4 21.98 % 78.03 % 

5 15.73 % 84.28 % 

The classification accuracy without the correction mechanism applied (computed on 0-

, 1-, 2-, 4-, and 5-star comments since 3-star comments were considered as neutral and 

therefore without any sentiment) reached 82.53 %. Subsequently, the correction includ-

ing the surrounding context has been applied. The context to the CSDF data was con-

sidered as the previously published comments to the same movie. There was more than 

one comment about 12,000 movies in the test dataset. The highest number of comments 

about one single movie was 175. The dataset contained various movies, from The 

Shawshank Redemption (2nd most popular movie on CSFD) to Playgirls (considered as 

the 14th worst movie of all time). The classification results with the suggested correction 

applied are summarized in Table 2.  

Table 2. Classification results on CSFD validation set (correction applied) 

star rating predicted negative predicted positive 

0 91.58 % 8.42 % 

1 87.87 % 12.14 % 

2 76.22 % 23.78 % 

3 47.31 % 52.69 % 

4 21.87 % 78.14 % 

5 15.11 % 84.89 % 

The classification accuracy with the correction mechanism applied (computed on 0-, 1-

, 2-, 4-, and 5-star comments since 3-star comments were considered as neutral and 



 

 

therefore without any sentiment) reached 83.74 %. Therefore the correction applied 

improves the classification accuracy by 1.21 %. 

3.2 Large Movie Review Dataset (IMDb) results 

The IMDb allows users to review the movies on a scale ranging from 1- to 10-stars. 

The training set from [13] contained 12,500 positive (7- to 10-star reviews) and 12,500 

negative comments (1- to 4-star reviews). The validation set contained the same amount 

of comments – 12,500 positive and 12,500 negative reviews. The results of the classi-

fication (without the correction applied) are summarized in Table 3. 

Table 3. Classification results on IMDb validation set 

star rating predicted negative predicted positive 

1 92.49 % 7.51 % 

2 88.79 % 11.21 % 

3 82.88 % 17.12 % 

4 74.80 % 25.20 % 

5 23.54 % 76.46 % 

6 13.96 % 86.04 % 

7 11.31 % 88.69 % 

8 8.98 % 91.02 % 

9 92.49 % 7.51 % 

10 88.79 % 11.21 % 

The classification accuracy without the correction mechanism applied (computed on 1-

to 4- and 7- to 10-star comments) reached 86.44 %. Subsequently, the correction in-

cluding the surrounding context has been applied. Similarly to the CSFD data, the com-

ments to the same movie were considered as a context to apply the correction. The 

classification results with the suggested correction applied are summarized in Table 4. 

Table 4. Classification results on IMDb validation set (correction applied) 

star rating predicted negative predicted positive 

1 93.65 % 6.35 % 

2 90.83 % 9.17 % 

3 84.65 % 15.35 % 

4 77.00 % 23.00 % 

5 21.20 % 78.80 % 

6 12.32 % 87.68 % 

7 9.26 % 90.74 % 

8 8.04 % 91.96 % 

9 93.65 % 6.35 % 

10 90.83 % 9.17 % 



 

 

The classification accuracy with the correction mechanism applied reached 87.88 %. 

Therefore, the correction applied improves the classification accuracy by 1.44 %. Stud-

ies conducted on the same dataset reached similar performance (i.e. 88.33 % in [13]). 

However the model suggested in our experiment does not utilize any language- or do-

main-dependent components (i.e. sentiment vocabularies or ontologies) and therefore 

could be used to address cross-language or cross-domain sentiment classification. 

3.3 Mall.cz results 

The mall.cz dataset has been analyzed to validate the model on data from multiple do-

mains (product reviews from various product categories). The training set contained 

3,000 positive (4- and 5-star reviews) and 3,000 negative comments (1- and 2-star re-

views). Then the trained model was validated on a randomly selected set of 100,000 

comments (20,000 from each star-rating). The results of the classification (without the 

correction applied) are summarized in Table 5. 

Table 5. Classification results on mall.cz validation set 

star rating predicted negative predicted positive 

1 81.38 % 18.62 % 

2 73.67 % 26.33 % 

3 57.09 % 42.91 % 

4 32.58 % 67.4 2% 

5 20.50 % 79.50 % 

The classification accuracy without the correction mechanism applied (computed on 1, 

2-, 4- and 5-star comments) reached 76.71 %. Subsequently, the correction including 

the surrounding context has been applied. As a context, reviews previously commenting 

on the same product were considered. The classification results with the suggested cor-

rection applied are summarized in Table 6. 

Table 6. Classification results on mall.cz validation set (correction applied) 

star rating predicted negative predicted positive 

1 82.89 % 17.11 % 

2 75.51 % 24.49 % 

3 50.81 % 49.19 % 

4 27.42 % 72.58 % 

5 17.04 % 82.96 % 

The classification accuracy with the correction mechanism applied reached 78.95 %. 

Therefore, the correction applied improves the classification accuracy by 2.24 %. The 

performance of the model on mall.cz dataset did not reach such values as in the previous 

cases. However, the model still performed on a satisfactory level considering that the 

data came from multiple domains, Czech is a morphologically rich language and the 



 

 

model does not utilize any language-dependent component to improve the classifica-

tion. 

3.4 Amazon results 

For the experiment on Amazon data, 100 positive (4- and 5-star reviews) and 100 neg-

ative (1- and 2-star reviews) comments from each language were used to train the 

model. Even though the amount of data obtained from the Amazon websites was much 

higher, there were only a limited number of French negative comments collected. This 

was also the reason why a separate training and validation set could not be used. In this 

case, the model utilized the 10-cross fold validation. All three languages were merged 

together into one and treated as one single dataset. The aim of this experiment was to 

discover how the model deals with cross-language sentiment classification. The results 

of the classification (without the correction applied) are summarized in Table 7. 

Table 7. Classification results on Amazon multilingual set  

star rating predicted negative predicted positive 

1 89.00% 11.00% 

2 88.00% 12.00% 

3 57.33% 42.67% 

4 19.00% 81.00% 

5 7.67% 92.33% 

The classification accuracy without the correction mechanism applied (computed on 1, 

2-, 4- and 5-star comments) reached 87.58 %. Subsequently, the correction including 

the surrounding context has been applied. The classification results with the suggested 

correction applied are summarized in Table 8. 

Table 8. Classification results on Amazon multilingual set (correction applied) 

star rating predicted negative predicted positive 

1 90.33% 9.67% 

2 89.67% 10.33% 

3 59.00% 41.00% 

4 19.67% 80.33% 

5 8.00% 92.00% 

The classification accuracy with the correction mechanism applied reached 88.08 %. 

Therefore the correction applied improves the classification accuracy by 0.50 %. Even 

though the model does not utilize any language-dependent components, it performs 

very well on multilingual data. Moreover, the correction we suggest was able to further 

improve the classification accuracy of the model. 



 

 

4 Discussion and Conclusion 

The results indicate that the performance of the sentiment classification model could be 

improved even without utilizing language-dependent components. The paper suggests 

a correction based on incorporating the surrounding context of the analyzed document. 

This context is either local (i.e. the comments are in the same discussion or thread) or 

chronological (i.e. the comments addressing a similar issue appear in the same time 

frame but on different locations). The extended model has been tested on several cor-

pora to reveal how the suggested approach deals with the usual sentiment analysis prob-

lems (i.e. cross-domain, cross-language sentiment analysis or sentiment analysis on 

morphologically rich or minor languages). The results of the experiments are encour-

aging and summarized in Table 9. 

Table 9. Results summary 

corpus Corpus characteristics model performance 

Mall.cz 

Czech (morphologically 

rich) language, multiple the-

matic domains (product re-

views in various categories).  

76.71 % correctly classified cases without the cor-

rection applied. With the knowledge of the sur-

rounding context, the model reached 78.95 %. 

2.24 % overall improvement 

CSFD 

Czech (morphologically 

rich) language. One thematic 

domain (movie reviews) 

82.53 % correctly classified cases without the cor-

rection applied. With the knowledge of the sur-

rounding context, the model reached 83.74 %. 

1.21 % overall improvement. 

IMDb 

English language. One the-

matic domain (movie re-

views).  

86.44 % correctly classified cases without the cor-

rection applied. With the knowledge of the sur-

rounding context, the model reached 88.33 %.  

1.44 % overall improvement. 

Amazon 

Multiple (English, German, 

French) languages. One the-

matic domain (book re-

views). 

87.58 % correctly classified cases without the cor-

rection applied. With the knowledge of the sur-

rounding context, the model reached 88.08 %.  

0.55 % overall improvement. 

The results suggest that the model performs well on multiple languages even though it 

does not utilize any language-dependent component (for a further description of the 

model please see [8]). It performs well on major languages (English, German or French) 

as well as on a morphologically rich language (Czech). The performance of the model 

could be easily improved by including the surrounding context of the analyzed docu-

ment. The model also achieves comparable results with studies conducted on similar 

datasets [13]. 

It may represent an opportunity for a subsequent research inquiry to address the lim-

itation of the effect of the previously reached performance and on the nature of the 

analyzed data on the magnitude of correction outcomes. The higher the previously 

reached performance, the lesser the correction contributes to further classification im-

provement. 
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